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Abstract—Learning features from multiple views has attracted much research attention in different machine learning tasks, such as multi-class and multi-label classification problems. In this paper, we propose a Multi-class Multi-label Multi-view learning framework with a linear computational cost where an example is associated with at least one label and represented by multiple information sources. We simultaneously analyze all features by learning an integrated projection matrix. We can also automatically select more important views for subsequent classifier to predict each class. As the proposed objective function is non-smooth and difficult to solve, we apply a novel optimization method that converts the multi-view learning problem to a set of linear single-view learning problems by bridging our problem to an easily solvable approach. Compared to the conventional methods which learn the entire projection matrix, our algorithm independently optimizes each column of the projection matrix for each class, which can be easily parallelized. In each column optimization, the most computationally intensive step is pure and simple matrix-by-vector multiplication. As a result, our algorithm is much more applicable to large-scale problems than the multi-view learning methods with a non-linear computational cost. Moreover, rigorous convergence proof of the proposed algorithm is also provided. To evaluate the effectiveness of the proposed approach, experimental comparisons are made with state-of-the-art algorithms in multi-class and multi-label classification tasks on many multi-view benchmarks. We also report the efficiency comparison results on different numbers of data samples. The experimental results demonstrate that our algorithm can achieve superior performance to all the compared algorithms.

Index Terms—Multi-view learning, primal SVM, hinge loss, a linear computational cost.

I. INTRODUCTION

In traditional multi-classification problems, they classify samples into one of the more than two classes. However, in the real world, an object may be very complicated and have multiple semantic meanings. For example, in image annotation applications, an image may be related to several objects, such as birds, trees and rivers; in text category, news may belong to the political topic and legal topic simultaneously. Based on above consideration, the paradigm of multi-label learning naturally emerges and extends multi-class classification by allowing a sample to be associated with multiple labels.

 Usually, the traditional multi-class or multi-label methods can just deal with a single type of features. However, in recent years, data representation is becoming more diverse than before. In many real applications, the datasets are described in the form of multiple views by being collected from different sources or obtained in various feature construction ways. For instance, the multimedia data can be described by text, video, image and audio components. On the other hand, the features for visual objects can be extracted by Histogram of Oriented Gradients (HOG)[1], Speeded-Up Robust Features (SURF) [2] and Scale-Invariant Feature Transform (SIFT) [3]. It is intuitive that aggregating more data from different views can yield a more informative description of an object than only using a single source. For the conventional single-view multi-label algorithms [4], [5], [6], it is difficult to directly handle such problems effectively where samples are represented by multi-view features. The straightforward way to utilize heterogeneous features is to form a longer feature vector by concatenating all of them into one single view. Obviously, the correlation among views is little considered and the curse of dimensionality will be detrimental to real-world applications. Besides, the feature concatenation often leads to a huge matrix to be completed, which would make the time cost very high and sometimes intolerable. In contrast to the traditional single-view learning, multi-view learning methods [7], [8] aim to fuse different views to bring in more information rather than using single view and improve the overall learning performance [9], [10], [11].

To tackle the multi-class multi-label multi-view learning problems, a number of sophisticated approaches have been proposed to make full use of the benefit of multi-view features. One solution, Multiple Kernel Learning (MKL) [12], adopts either linear or non-linear combination of multiple kernels to integrate the heterogeneous features from different views for multi-class or multi-label learning. In [13], Ji et al. adopted multiple kernel learning with the help of a hypergraph to capture the correlation information for multi-label learning. [12] combined the vector-valued function, manifold regularization and MKL to handle multi-label problems. However, as pointed out in [14], the computational complexity of MKL mainly depends on the training methods, and most of the existing MKL algorithms [15], [16] have computational burden when dealing with high-dimensional large-scale datasets. Another popular solution, subspace learning [17], exploits a latent lower-dimensional subspace shared by different views. Canon-
Multi-view learning is motivated by the fact that in real world objects naturally involve multiple attributes. It studies the problems where each sample is associated with multiple labels. During the past decades, a number of multi-label methods were proposed and widely applied in many real applications. Some of these methods transform multi-label learning problems into other well-established learning scenarios. For example, [27] decomposed the multi-label problems into several independent binary classification problems. Different from using binary classifiers, [4] converted the multi-label learning into label ranking problems with the help of pairwise comparison techniques to fulfill the ranking among labels.

On the other hand, some works concentrate on extending popular learning techniques to deal with multi-label learning problems. Multiple $k$ nearest neighbours (ML-KNN) [5] extended the KNN method and utilized maximum a posteriori rule to predict by reasoning with the labeling information of neighbors for multi-label problems. A ranking method was presented in [28] with maximum margin strategy to minimize the ranking loss function of SVM. In [29], the decision tree is recursively built by adopting multi-label entropy as information gain criterion to deal with multi-label data.

However, none of the methods mentioned above considers the properties of heterogeneous features from different views. It is worth noting that the most computational step in our algorithm is a set of matrix-by-vector multiplications instead of the matrix-by-matrix multiplication of the entire weight matrix. Our algorithm can be easily parallelized to achieve much higher concurrency than the peers who analyze each feature on each cluster individually [22]. However, integrating different norms into models always adds models’ computational complexities, which is not applicable to the large-scale datasets.

Although the aforementioned methods have achieved satisfactory performance on small-scale problems, their capability of dealing with large-scale multi-view datasets is often limited by the computational complexity. To address this drawback, in this paper, we propose a linear and convex multi-view learning method that is suitable for both multi-class and multi-label classification problems. The proposed method is mainly inspired by Support Vector Machine (SVM), and the hinge loss function [23] is adopted as the hinge loss is usually better than the Least Square loss as well as logistic loss in term of classification tasks [24]. In our method, data in each view is separately learned with labels and then combined with weights of different views. Similar to the works in [25], [26], each view has a weight to measure their importance for the classifier to predict each class. Through optimizing these weights and determining their values, our model can automatically select more important views for predicting each class. Simultaneously, our algorithm optimizes the total class margins across all views. Instead of directly optimizing the non-smooth objective function, we propose an efficient optimization method to convert the multi-view problem into a set of linear single-view learning problems by bridging the new problem with an easily solvable and efficient optimization problem for multi-class multi-label multi-view tasks. Specifically, different from traditional multi-view learning algorithms that entirely learn the weights of multiple views, our method individually optimizes each column of the projection matrix for each class rather than learning the entire feature weight matrix. It is worth noting that the most computational step in our algorithm is a set of matrix-by-vector multiplications instead of the matrix-by-matrix multiplication of the entire weight matrix. Our algorithm can be easily parallelized to achieve much higher concurrency than the peers who analyze the entire matrix. Moreover, the convergence of the proposed algorithm is guaranteed by a rigorous theoretical proof. As a result, our method is much more applicable to large-scale multi-view problems than most of the existing counterparts. Experimental results demonstrate that our algorithm is superior to all the compared algorithms in both multi-view multi-class and multi-view multi-label classification tasks. Rapid convergence to the global optima and linear running cost makes our algorithm further stand out against all the compared algorithms. We name our proposed algorithm Linear Multi-View Learning Framework (LMVL). To summarize, the major contributions of this work are summarized as follows:

- We propose a novel multi-view learning algorithm that simultaneously learns all the features from multiple views and learns a weight for each view to measure its importance for the subsequent classifier to predict each class. The proposed algorithm is suitable for both multi-view multi-class and multi-view multi-label classification problems.
- We can automatically select more important views for predicting each class.
- To optimize the objective function, we propose an efficient algorithm with guaranteed convergence by converting the original multi-view problem into a set of linearly solvable single-view problem, which can be easily implemented in parallel on a multi-core machine.
- Extensive experiments are conducted on several benchmark datasets for multi-class and multi-label classification tasks. The experimental results demonstrate that our method consistently achieves better performance than state-of-the-art multi-view methods. In addition, computational complexity comparison shows that our model as well as its parallelized version can deal with large-scale multi-view datasets while preserving decent performance.

II. RELATED WORK

Our work is mainly related to two machine learning topics: multi-label learning and multi-view learning. Here we review some related works in these two areas.

A. Multi-Label Learning

Multi-label learning is motivated by the fact that in real world objects naturally involve multiple attributes. It studies the problems where each sample is associated with multiple labels. During the past decades, a number of multi-label methods were proposed and widely applied in many real applications. Some of these methods transform multi-label learning problems into other well-established learning scenarios. For example, [27] decomposed the multi-label problems into several independent binary classification problems. Different from using binary classifiers, [4] converted the multi-label learning into label ranking problems with the help of pairwise comparison techniques to fulfill the ranking among labels.
For some complicated tasks such as image classification, one single kind of feature always cannot describe the objects very well. For example, the HOG mentioned above is used to describe the shape information of images while SIFT is robust to image noise, illumination changes and rotation. Therefore, how to integrate the heterogeneous features properly with well-designed machine learning algorithm is very important for many multi-label applications.

B. Multi-View Learning

Multi-view learning deals with the data described in multiple views and its goal is to exploit the relations among different views to improve the final performance. It has attracted more and more research attention over the last decade and has been well studied and applied to a number of applications of data mining [30], computer vision [31], [32], and machine learning [33], [34]. In this section, we review the multi-view learning from the perspective of feature fusion and mainly focus on the classification methods. According to the level of feature fusion, the multi-view classification methods can be roughly categorized into tow groups [35]: 1) feature-level fusion, 2) classifier-level fusion.

1) Feature-level fusion. In the feature-level multi-view classification methods, the representative works are Multiple Kernel Learning (MKL) and subspace learning. In MKL, each kernel can be regarded as a view. A typical MKL algorithm aims to learn an ensemble of multiple kernels for better performance of a certain application rather than just using a single kernel. In [36], Lanckriet et al. solved MKL with semidefinite programming techniques for binary classification. To improve the efficiency of MKL, Sonnenburg et al. [37] adopted the semi-infinite linear program to optimize MKL for large scale data. However, both of these MKL methods were based on SVM for binary classification problems and are not naturally designed for multi-class or multi-label classification problems. Some other MKL methods try to introduce various regularizers to learn an appropriate kernel combination, including $l_1$-norm [38], $l_2$-norm [15], $l_\infty$-norm [38] and so on. However, these MKL methods with different norms are constrained to small datasets or a limited number of base kernels, making it difficult to solve large-scale datasets in real applications.

Different from MKL learning, another kind of approaches in feature-level fusion is multi-view subspace learning, where common latent representation is tried to be extracted. Canonical correlation analysis (CCA) [18] is one of the most popular subspace learning methods that can be used to find a linear mapping that maximizes the cross-correlation between two views. [18] extended the conventional CCA to sparse kernel CCA with kernel tricks and $l_1$-norm. In [39], White et al. provided a convex formulation for multi-view subspace learning to learn a low dimensional representation. To model the correlations between different views, [17] used the Gaussian process regression to learn common hidden structure shared among views while Memisevic et al. [40] constructed the joint embedding for two views to find a low-dimensional latent distribution by maximizing mutual information.

2) Classifier-level fusion. In the classifier-level fusion, the straightforward way is to fuse the decisions made by different classifiers learned from different independent view [41]. As shown in [42], Fumera et al. presented a theoretical and experimental analysis of linear combiners for multiple classifier systems and demonstrated its effectiveness. In contrast to simple linear fusion, in [43], Snoek et al. adopted a probabilistic aggregation mechanism to fuse different SVM outputs. Specifically, each view is independently used to train an SVM learner and then the output of each SVM is converted to probabilistic scores. Finally, all the scores are concatenated as the input of another SVM for final classification.

Another kind of classifier-level fusion methods improves the final performance through cooperation between different views and always belongs to semi-supervised learning [44], such as co-training. As one of the representative works on semi-supervised multi-view learning, Co-training was first introduced in [45] and trained alternately to maximize the mutual agreement on two distinct views of the unlabeled data. Assuming that each data point is described by independent features in two views, co-training trains a classifier using labeled data in each view. Predictions on new unlabeled data in one view are mutually used to enlarge the training set of the other view. Other learning techniques have also been combined to achieve better learning results in different applications. Expectation-maximization has been combined with co-training in [46] for lower errors. In [47], SVM was used to develop an extended version of co-EM for multi-view learning. Muslea et al. [48] claimed that active learning is beneficial to the co-training regarding robustness in multi-view learning problems. The conditional independent assumption is important for co-training theoretically and empirically [35], but it rarely holds in real-world applications.

III. A MULTI-VIEW LEARNING METHOD WITH A LINEAR COMPUTATIONAL COST FOR MULTI-CLASS AND MULTI-LABEL CLASSIFICATION TASKS

In this section, we will first systematically propose a novel multi-view learning model for multi-class and multi-label classification tasks. Then a new efficient iterative algorithm is introduced to solve the highly non-smooth objective by converting the multi-view problem into a set of linearly solvable single-view problem.

Before going into the details of our algorithm, let us introduce some notations. In this paper, we write the matrices as bold uppercase letter and vector as bold lowercase letters. Given a set of $n$ data samples $\{(x_i,y_i)\}_{i=1}^n$, the data matrix in the $j$-th view is $X^{(j)} = [x^{(j)}_1, \cdots, x^{(j)}_n] \in \mathbb{R}^{d_j \times n}$ ($j = 1, \cdots, v$), where $v$ is the number of views and $d_j$ denotes the feature dimension of the $j$-th view. $y_i \in \mathbb{R}^c$ is the class label vector of sample $x_i$, where $c$ is the number of classes. If $x_i$ belongs to the class $k$, then $y_i^k = 1$, otherwise $y_i^k = -1$. Let $X = [x_1, \cdots, x_n] \in \mathbb{R}^{d \times n}$ with $d = \sum_{j=1}^v d_j$ and $Y = [y_1, \cdots, y_n] \in \mathbb{R}^{c \times n}$. 


A. The Proposed Framework

In our method, a feature weight matrix $W = [w_1, \ldots, w_{d_1}; \ldots; \ldots; w_1, \ldots, w_{d_c}] \in \mathbb{R}^{d \times c}$ is directly learned, where $w_{yk} \in \mathbb{R}^{d_k}$ indicates the weights of all the features from the $q$-th view in the classification decision function of the $p$-th class. Typically, we adopt a convex loss function $L(X, W)$ to measure the loss incurred by $W$ for all the training samples. In this paper, we utilize the hinge loss since hinge loss based Support Vector Machine (SVM) usually achieves better performance in terms of classification than least square loss or logistic loss [50].

Our goal is to classify each sample into $c$ classes by exploiting the interrelationship of all the features from different views and selecting more important views for the subsequent classifier to predict each class. In our method, LMVL learns $c$ linear functions with parameters $\{w_k, b_k\}_{k=1}^c$. For multi-class and multi-label classification problems, we adopt different mechanisms. The original SVM was proposed for solving binary classification problems. Although it was extended to solve multi-class classification problems via one versus one (OVO) or one versus all (OVA) strategy by simply breaking the multi-class problems into several binary classification problems, it may not be efficient as several SVM classifiers need to be trained. Moreover, it ignores the correlation between classes.

To overcome the drawbacks of binary SVM, we consider all classes at once by solving only one single optimization problem for both multi-class and multi-label classification problems. For multi-class classification problems, we adopt the OVA strategy while for multi-label classification problems, we transform it into a set of independent binary classification problems for each class via the one-vs-others scheme which is a conceptually simple and computationally efficient solution.

In our method, the decision function for the $i$-th sample is $\arg \max_{1 \leq k \leq c} \{w_k^T x_i + b_k\}$. Here, we propose the method by minimizing the following objective function:

$$
\min_{w, b} \frac{1}{2} \sum_{k=1}^{c} \sum_{j=1}^{n} (1 - y_i^k (\sum_{k=1}^{n} (w_k^T x_i^j + b_k)))^2 + C \sum_{k=1}^{c} \sum_{i=1}^{n} (1 - y_i^k (\sum_{j=1}^{v} (w_k^T x_i^j + b_k)))_+
$$

(1)

where $\sum_{j=1}^{n} \theta_j^k = 1, \theta_j^k \geq 0, C > 0$ is a trade-off parameter, the function $(a)_+$ is defined as $(a)_+ = \max(0, a)$. According to the Frobenius norm definition, $\|W\|_F^2 = \sum_{k=1}^{c} \sum_{j=1}^{n} \|w_k^j\|^2$. In Eq. (1), $\sqrt{\theta_j^k}$ is the weight to measure the importance of the $j$-th view for predicting the $k$-th class. Through optimizing $\sqrt{\theta_j^k}$ and determine its value, we can automatically select more important views for subsequent classifier to predict each class. Note that the reason why we adopt $\sqrt{\theta_j^k}$ rather than other forms is for the optimization convenience and the details are as follows.

B. Optimization Algorithm

The objective function in Eq. (1) is a highly non-smooth problem and difficult to solve. However, we can find the globally optimal solutions based on the following theorem:

**Theorem 1:** Minimizing Eq. (1) equals to minimize the following equation:

$$
\min_{w, b} \frac{1}{2} \sum_{k=1}^{c} \sum_{j=1}^{v} (\|w_k^j\|^2) + C \sum_{k=1}^{c} \sum_{i=1}^{n} (1 - y_i^k (\sum_{j=1}^{v} (w_k^T x_i^j + b_k)))_+
$$

(2)

**Proof:** Obviously, substituting $\hat{w}_j^k$ for $\sqrt{\theta_j^k}w_j^k$, we can rewrite Eq. (1) as following:

$$
\min_{w, b} \frac{1}{2} \sum_{k=1}^{c} \sum_{j=1}^{v} \|w_k^j\|^2 + C \sum_{k=1}^{c} \sum_{i=1}^{n} (1 - y_i^k (\sum_{j=1}^{v} (\hat{w}_j^k T x_i^j + b_k)))_+
$$

(3)

where $\sum_{j=1}^{v} \theta_j^k = 1, \theta_j^k \geq 0$.

After the substitution, the parameter $\theta_j^k$ just appears in the first part of Eq. (3). We directly set the derivative of Eq. (3) w.r.t $\theta_j^k$ to zero. When $\theta_j^k = \frac{\|w_k^j\|^2}{\sum_{j=1}^{v} (\|w_k^j\|^2)}$, we can get the minimum value of the first part of Eq. (3) as $\sum_{k=1}^{c} \left( \sum_{j=1}^{v} \|w_k^j\|^2 \right)^2$.

In this case, we have:

$$
\min_{W} \sum_{k=1}^{c} \left( \sum_{j=1}^{v} \|w_k^j\|^2 \right)^2 \Leftrightarrow \min_{W} \sum_{k=1}^{c} \sum_{j=1}^{v} \|w_k^j\|^2 \theta_j^k
$$

(4)

According to Eq. (3) and (4), we have

$$
\min_{W, b} \frac{1}{2} \sum_{k=1}^{c} \sum_{j=1}^{v} (\|w_k^j\|^2) \theta_j^k
$$

$$
+ C \sum_{k=1}^{c} \sum_{i=1}^{n} (1 - y_i^k (\sum_{j=1}^{v} (w_k^T x_i^j + b_k)))_+
$$

$$
\Leftrightarrow \min_{W, b} \frac{1}{2} \sum_{k=1}^{c} \sum_{j=1}^{v} (\|w_k^j\|^2) \theta_j^k
$$

(5)

Therefore, minimizing the objective function in Eq. (1) equals to solve the following convex problem:

$$
\min_{W, b} \frac{1}{2} \sum_{k=1}^{c} \sum_{j=1}^{v} (\|w_k^j\|^2) \theta_j^k
$$

$$
+ C \sum_{k=1}^{c} \sum_{i=1}^{n} (1 - y_i^k (\sum_{j=1}^{v} (w_k^T x_i^j + b_k)))_+
$$

(6)

Rather than directly solving the above-mentioned convex problem, we bridge it with a solvable method which has a linear computational cost. By doing so, it makes our method applicable to large-scale problems. In [51], the authors have solved the $l_2$-norm regularized $l_1$-norm loss primal SVM with
we have a function to obtain \( C \) and \( b \):

\[
[w^*, b^*] = \arg\min_{w, b} \frac{1}{2} w^T w + C \sum_{i=1}^{n} (1 - y_i (w^T x_i + b)) + \]

In order to bridge our method with Eq. (7), we individually solve Eq. (6) for each class. In this case, for the \( k \)-th class we need to optimize the following problem:

\[
\min_{w_k, b_k} \frac{1}{2} \left( \sum_{j=1}^{v} \|w_j^k\|_2^2 \right) + C \sum_{i=1}^{n} (1 - y_i^k (w_j^k)^T x_i^{(j)} + b_k)) + \]

where \( W_k = [w_1^k, \ldots, w_v^k] \) and \( W_k \) is the concatenation of \( w_j^k \). For brevity, we denote \( f(\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)}, b_k) = (1 - y_i^k (\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)} + b_k)) + \).

Let \( J(W_k, b_k) = \min \frac{1}{2} \left( \sum_{j=1}^{v} \|w_j^k\|_2^2 \right) + C \sum_{i=1}^{n} f(\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)}, b_k). \) By setting the derivative of \( J(W_k, b_k) \) w.r.t \( W_k \):

\[
\frac{\partial}{\partial W_k} \sum_{i=1}^{n} f(\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)}, b_k) D W_k + C \sum_{i=1}^{n} f(\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)}, b_k) = 0 \]

where

\[
D = \left[ \begin{array}{ccc} D_1 & \cdots & D_v \\ \vdots & \ddots & \vdots \\ D_v & \cdots & D_1 \end{array} \right]_{d \times d}, D_j = \frac{\sum_{j=1}^{v} \|w_j^k\|_2}{\|w_j^k\|_2} I \in \mathbb{R}^{d_j \times d_j}. \]

Then taking derivative of \( J(W_k, b_k) \) w.r.t \( b_k \), we can get:

\[
\frac{\partial}{\partial b_k} \sum_{i=1}^{n} f(\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)}, b_k) = 0 \]

If \( D \) is constant, the optimal solution to the following problem will satisfy Eq. (9) and Eq. (11). \( D \) is updating according to the \( W_k \). We need to minimize the following function:

\[
\min_{W_k, b_k} W_k^T D W_k + C \sum_{i=1}^{n} f(\sum_{j=1}^{v} (w_j^k)^T x_i^{(j)}, b_k) \]

Let \( \tilde{W}_k = D^{-\frac{1}{2}} W_k \), \( \tilde{x}_i^{(j)} = \left( \frac{\sum_{j=1}^{v} \|w_j^k\|_2}{\|w_j^k\|_2} \right)^{-\frac{1}{2}} x_i^{(j)} \) and \( \tilde{w}_j^k = \left( \frac{\sum_{j=1}^{v} \|w_j^k\|_2}{\|w_j^k\|_2} \right)^{-\frac{1}{2}} w_j^k \). Then the problem becomes as following:

\[
\min_{W_k, b_k} W_k^T W_k + C \sum_{i=1}^{n} f(\sum_{j=2}^{v} (w_j^k)^T x_i^{(j)}, b_k) \]

So far we have bridged the objective function in Eq. (8) with the solvable objective function in Eq. (7). As we use Eq. (7) (a linear SVM) to optimize each column of the weight matrix \( W \), thus the computational cost of our algorithm is also linear w.r.t. the number of data. We summarize the new proposed method in Algorithm 1.

**Algorithm 1:** An efficient iterative algorithm to solve the optimization problem in Eq. (6).

**Input:** data \( X \in \mathbb{R}^{d \times n} \), label \( Y \in \mathbb{R}^{c \times n} \), penalty parameter scalar \( C \).

**Procedure:**

1: Initialize the projection matrix \( W^{(0)} = \{w_i^1 = 1\} (i = 1, \ldots, d), j = 1, \ldots, c) \), and \( b_k^{(0)} \) for \( k = 1 \).
2: for the \( k \)-th class, \( k = 1, \ldots, c \)
3: \hspace{1em} Calculate the diagonal matrix \( D \) using Eq. (10).
4: \hspace{1em} Update \( \tilde{x}_i^{(j)} = \left( \frac{\sum_{j=1}^{v} \|w_j^k\|_2}{\|w_j^k\|_2} \right)^{-\frac{1}{2}} x_i^{(j)} \)
5: \hspace{1em} Update \( \tilde{w}_j^k = \left( \frac{\sum_{j=1}^{v} \|w_j^k\|_2}{\|w_j^k\|_2} \right)^{-\frac{1}{2}} w_j^k \)
6: \hspace{1em} Calculate \( W_k^{(i+1)} \) and \( b_k^{(k+1)} \) using Eq. (7) by the algorithm SVM-ALM for \( L_p \)-primal SVM in [51].
7: \hspace{1em} update \( W_k = D^{-\frac{1}{2}} \tilde{W}_k \)
8: \hspace{1em} Iterate 3-6 until convergence
9: end for

**Output:** \( W \in \mathbb{R}^{d \times c} \), \( b_k^c \) for \( k = 1 \).

V. EXPERIMENT

In this section, we experimentally evaluate the performance of the proposed approach in both multi-class and multi-label classification tasks. The experiments are divided into two parts. The first part is to demonstrate the superiority of LMVL for multi-view multi-class classification tasks while the second part shows the effectiveness of LMVL compared to state-of-the-art methods for multi-view multi-label classification problems. We also report the running time and examine the convergence of our method.

A. Compared Algorithms

To evaluate the performance of our method in multi-view multi-class tasks and multi-view multi-label classification tasks, we compared the proposed LMVL with several single-view and multi-view algorithms. Brief descriptions of these compared algorithms are given as follows:

1) SVM: We use the standard SVM with each type of features and the concatenation of all the features. In our experiments, all the SVM is implemented by LIBSVM software package [52]. In the running time analysis, we adopt linear SVM. The computational complexity of standard SVM is \( O(dn^2) \).
2) SVM \( L_p \) MKL [38]: A popular SVM-based MKL algorithm extends MKL with different norms. According to [38], different kernel normalizations can have a significant impact on the performance of MKL. In our experiments, we adopt the popular \( l_1 \), \( l_2 \) and \( l_\infty \) norms to normalize the MKL methods. The computational complexities of SVM \( l_\infty \) MKL, SVM \( l_1 \) MKL and
SVM $l_2$ MKL are $O(cn^3)$, $O(qn^3)$ and $O((q + n)^2n^{2.5})$, respectively, where $c$ is the number of classes, $q$ is the number of kernels.

3) LSSVM $l_p$ MKL: The LSSVM $l_p$ MKL methods are least square SVM-based MKL methods with different normalizations. Similar to the SVM $l_p$ MKL methods, we adopt $l_1$, $l_2$ and $l_{\infty}$ norms to normalize the LSSVM-based MKL methods. The computational complexities of LSSVM $l_{\infty}$ MKL [38], LSSVM $l_1$ MKL [53] and LSSVM $l_2$ MKL [16] are $O(qc^2n^2 + c^9n^3)$, $O(qn^3)$ and $O((q + n)^2(c + n)^{2.5})$, respectively.

4) GP-PMK [54]: The GP-PMK adopts Gaussian Process method and Pyramid Match Kernel to combine multiple kernels to boost the classification performance. The computational complexity of GP-PMK is $O(dn^3)$.

5) LPBoost [55]: The LPBoost method combines boosting approaches with MKL to mix different kernels. Here we adopt two versions of LPBoost, namely LPBoost-$\beta$ and LPBoost-B. In LPBoost-$\beta$, it uses a single vector $\beta$ to define a combination that works well for all classes jointly. While in LPBoost-B, each class can have its own weight vector over the features, in which there is a weight matrix $B$.

6) ML-KNN [5]: The multi-label k-Nearest Neighbor (ML-KNN) is proposed for single-view multi-label problems. ML-KNN utilizes maximum a posteriori principle to determine the label set for the unseen sample with the help of the statistical information derived from the label sets of an unseen instances neighboring samples. The computational complexity of ML-KNN is $O(ndl)$.

7) Simple-MKL [56]: The Simple-MKL is also an SVM-based MKL method, which determines the combinations of different kernels by a reduced gradient algorithm. In our experiments, we apply Simple-MKL for multi-label classification tasks, in which we convert the multi-label problems into several binary classification problems. Its computational complexity is $O(ndl^2)$.

8) KLS-CCA [18]: The KLS-CCA formulates the Canonical Correlation Analysis (CCA) as a least-square problem by constructing a specific class index matrix. It also converts the multi-label problems into several binary classification problems. Its computational complexity is $O(nkc^2 + kc(3n + 5d + 2nd))$, where $k$ is the number of iterations.

9) Hierarchical-SVM: It belongs to the classifier-level method, in which firstly a set of separate SVM are learned for each view and then the results are fused as the input to train another SVM classifier. In our experiment, we also implement Hierarchical-SVM with standard SVM.

B. Multi-Class Classification Tasks

We first evaluate the proposed multi-view algorithm on multi-class classification tasks. The following real word benchmark datasets are used to assess our method as well as the compared methods:

- **NUS-WIDE-OBJECT**: It contains 30,000 real-world object images, falling into 31 classes. In this experiment, we use the official split: 17,927 training images and 12,073 testing images. And we select a set of 26 classes in our experiment as the setting in [57];
- **MSRC-V1**: It contains 240 images with 9 classes. Following the setting in [58], we refine the dataset to get 7 classes and each refined class has 30 images. All the classes include tree, building, airplane, cow, face, car and bicycle.
- **Handwritten Digit**: It contains 0 to 9 ten digit classes and 2,000 data points in total. Five public available features are used in our experiment.

In this subsection, the results of the SVM with each type features and the concatenation of all the features are applied as the baseline. Our method is compared with several competitive SVM-based or LSSVM-based MKL methods (compared method 2, 3) that can make use of multiple types of data. Besides, three more multi-view classification methods are also compared with our method, including GP-PMK [54], LPBoost-$\beta$ and LPBoost-B [55], which all perform state-of-the-art performance for multi-class classification tasks.

We conduct 5-fold cross-validation and report the average results with standard deviation. The parameter $C$ in Eq. (2) is optimized in the range of $\{10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1, 10, 10^2, 10^3, 10^4, 10^5\}$. For the SVM and MKL methods, the Gaussian kernel is applied for each type of features (i.e., $K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)$), where the parameter $\gamma$ is finely tuned in the same range as $C$. We implement the compared MKL methods using the codes published by [16]. Following the setting in [16], in LSSVM $l_{\infty}$ and $l_2$ methods, the regularization parameter $\lambda$ is estimated jointly as the kernel coefficient of an identity matrix; in LSSVM $l_1$ method, $\lambda$ is set to 1; in all other SVM approaches, the $C$ parameter of the box constraint is also finely tuned in the same range as $C$ in LMVL. For LPBoost-$\beta$ and LPBoost-B methods, we use the codes published by the authors1. LIBSVRM software package is used to implement all the SVM in our experiments.

C. Experimental Results of Multi-class Classification

In this subsection, as we evaluate the effectiveness of our method for multi-class classification problems, we employ the most widely used criteria, classification accuracy and Mean Average Precision (MAP), to evaluate the classification performance. The MAP is the ranking performance computed under each label. The performance of all compared methods in the three classification tasks is reported in Table I.

We can have the following observations regarding performance:

- The results in Table I show that our method generally achieves the best performance against all the compared methods over three datasets in terms of both classification accuracy and MAP (i.e. 0.276, 0.845 and 0.975 evaluated by accuracy; 0.289, 0.864 and 0.989 evaluated by MAP), which validates the effectiveness of our method for multi-view multi-class classification problems.

1http://files.is.tue.mpg.de/pgehler/projects/iccv09/
Comparing to the methods that use one single type of features (SVM Type 1 – Type 6), the methods with sophisticated multi-view learning schemes always achieve much better results. For example, MKL-based methods, GP-PMK, LPboost-based methods have better performance over the three datasets, which confirms the usefulness of data integration in multi-class tasks. Comparing to the concatenated method (SVM-All), our method even achieves significant improvements of 11.7%, 5.2% and 2.7% over three datasets in terms of classification accuracy and 10.2%, 6.2% and 2% in terms of MAP, respectively. Moreover, most the multi-view methods compared in our experiment also outperform the concatenated SVM-ALL, which demonstrates that the correlations among views can further boost the performance.

It is worth noting that our proposed method is still superior to the second best algorithms, which are state-of-the-art multi-view algorithms, over three datasets. For instance, LMVL has a 5.6% performance improvement regarding classification accuracy and 6% performance improvement regarding MAP on NUS-WIDE comparing with the second best results. In MSRC-V1, 2.5% (accuracy) improvement and 3.5% (MAP) improvement are also observed. Margins are reduced on Handwritten Digit dataset (accuracy: 0.975 vs. 0.954 and MAP: 0.989 vs. 0.975).
(MAP) and \textit{Hamming Loss} (HL), are adopted rather than traditional classification accuracy criterion. HL is used to evaluate the label set predictions for each instance. It is the fraction of labels that are incorrectly predicted. Note that a smaller value in HL indicates better performance. The performance of the compared methods on the VOC dataset and MIR dataset are reported in Table II. Both the mean and standard deviation of two criteria are presented.

From the experimental results, we observe that:

- As shown in table II, our method still performs the best for the multi-view multi-label problem against all the compared methods over the two datasets, which further validates the effectiveness of our method for multi-label classification problems.

- The methods using multiple types of features generally perform better than the methods using a single type of features, which also verifies the point again that the consistent and complementary information indeed can improve the models’ performance. Although ML-KNN method is designed for the multi-label problems, it can only work with one type of features. Concatenating all the features as input, ML-KNN treats each type of features homogeneously without distinctions. All the multi-view methods in the feature-level fusion or classifier-level fusion always achieve better performance, which indicates that appropriately fusing features from different views is significant for improving the performance of tasks.

- Compared with the classifier-level method, Hierarchical-SVM, the other multi-view methods in feature-level fusion can achieve better performance, which is consistent with the point mentioned above that feature-level fusion tends to be more effective than the classifier-level fusion as richer information is contained.

- In comparison with KLS-CCA, our method performs better as the raw information from different views is well preserved. For example, our method achieves improvements of 7.1\% and 2.3\% over the two datasets in terms of MAP.

- Compared with the improvement in previous multi-class classification tasks, the improvements in this subsection are reduced (MAP: 0.608 vs. 0.598 and 0.536 vs. 0.530; HL: 0.053 vs. 0.056 and 0.094 vs. 0.103).

### F. Convergence Tests

To evaluate the efficiency of LMVL, we conduct an experiment in which the running time results of some representative algorithms with respect to different numbers of data samples are reported in Figure 1. Here, we choose linear SVM with all the features, ML-KNN with all the features, SVM $l_2$ MKL, SVM $l_\infty$ MKL, LSSVM $l_\infty$ MKL, LMVL and Parallelized LMVL. As shown in Figure 1, the computational complexities of SVM-based and MKL-based methods with different norms are non-linear while our method just has a linear computational cost. The difference of running time between non-linear methods and our proposed method is significant when learning large-scale multi-view datasets. Furthermore, it is worth noting that the Parallelized LMVL’s computational cost is lower than SVM-Linear and ML-KNN, which demonstrates that our method is applicable to large-scale multi-view datasets.

### Conclusions

In this paper, we propose a linear multi-view learning framework for multi-class and multi-label classification problems with convergence guarantee. To learn all the features from multiple views, we develop an SVM-based multi-view learning framework. In our model, it can automatically select more important views for subsequent classifier to predict each class. Since the objective function is non-smooth and difficult to solve, we propose an efficient optimization method by converting a multi-view learning problem to a set of linear single-view learning problems. As a consequence, instead of directly learning the entire weight matrix for different views, the proposed algorithm can separately learn each column of the projection matrix for each class, which can be easily parallelized on a multi-core machine. Besides, our method is applicable to large-scale multi-view learning problems as it has a linear computational cost. Furthermore, theoretical convergence proof of the algorithm is also provided. Extensive experiments have been conducted on several benchmark datasets. Experimental results show that our algorithm is capable of both multi-class and multi-label classification tasks on large-scale datasets.

---

<table>
<thead>
<tr>
<th>Methods</th>
<th>Map (mean+std)</th>
<th>HL (mean+std)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PASCAL VOC 07</td>
<td>MIR Flickr</td>
</tr>
<tr>
<td></td>
<td>PASCAL VOC 07</td>
<td>MIR Flickr</td>
</tr>
<tr>
<td>ML-KNN (Type 1)</td>
<td>0.511±0.002</td>
<td>0.461±0.006</td>
</tr>
<tr>
<td>ML-KNN (Type 2)</td>
<td>0.514±0.001</td>
<td>0.461±0.006</td>
</tr>
<tr>
<td>ML-KNN (Type 3)</td>
<td>0.513±0.002</td>
<td>0.459±0.006</td>
</tr>
<tr>
<td>ML-KNN (ALL)</td>
<td>0.521±0.002</td>
<td>0.471±0.003</td>
</tr>
<tr>
<td>Simple-MKL</td>
<td>0.587±0.007</td>
<td>0.523±0.004</td>
</tr>
<tr>
<td>SVM $l_2$ MKL</td>
<td>0.598±0.005</td>
<td>0.539±0.009</td>
</tr>
<tr>
<td>SVM $l_\infty$ MKL</td>
<td>0.594±0.006</td>
<td>0.527±0.005</td>
</tr>
<tr>
<td>SVM $l_\infty$ MKL</td>
<td>0.588±0.005</td>
<td>0.517±0.008</td>
</tr>
<tr>
<td>LSSVM $l_\infty$ MKL</td>
<td>0.583±0.006</td>
<td>0.524±0.009</td>
</tr>
<tr>
<td>LSSVM $l_2$ MKL</td>
<td>0.579±0.006</td>
<td>0.516±0.009</td>
</tr>
<tr>
<td>LSSVM $l_\infty$ MKL</td>
<td>0.574±0.006</td>
<td>0.526±0.010</td>
</tr>
<tr>
<td>KLS-CCA</td>
<td>0.537±0.009</td>
<td>0.509±0.008</td>
</tr>
<tr>
<td>Hierarchical-SVM</td>
<td>0.562±0.015</td>
<td>0.503±0.011</td>
</tr>
<tr>
<td>SVM-MKL</td>
<td>0.608±0.008</td>
<td>0.536±0.007</td>
</tr>
<tr>
<td>SVM-MKL</td>
<td>0.608±0.008</td>
<td>0.536±0.007</td>
</tr>
</tbody>
</table>

TABLE II

CLASSIFICATION RESULTS OF THE COMPAcTED METHODS FOR MULTI-LABEL CLASSIFICATION PROBLEMS IN TERMS OF MAP AND HL (MEAN+STD)
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