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Beyond Trace Ratio: Weighted Harmonic
Mean of Trace Ratios for Multiclass
Discriminant Analysis

Zhihui Li, Feiping Nie, Xiaojun Chang, and Yi Yang

Abstract—Linear discriminant analysis (LDA) is one of the most important supervised linear dimensional reduction techniques which
seeks to learn low-dimensional representation from the original high-dimensional feature space through a transformation matrix, while
preserving the discriminative information via maximizing the between-class scatter matrix and minimizing the within class scatter matrix.
However, the conventional LDA is formulated to maximize the arithmetic mean of trace ratios which suffers from the domination of the
largest objectives and might deteriorate the recognition accuracy in practical applications with a large number of classes. In this paper, we
propose a new criterion to maximize the weighted harmonic mean of trace ratios, which effectively avoid the domination problem while did

not raise any difficulties in the formulation. An efficient algorithm is exploited to solve the proposed challenging problems with fast
convergence, which might always find the globally optimal solution just using eigenvalue decomposition in each iteration. Finally, we
conduct extensive experiments to illustrate the effectiveness and superiority of our method over both of synthetic datasets and real-life
datasets for various tasks, including face recognition, human motion recognition and head pose recognition. The experimental results
indicate that our algorithm consistently outperforms other compared methods on all of the datasets.

Index Terms—NMulticlass discriminant analysis, weighted harmonic mean, trace ratio

1 INTRODUCTION

HE increasing amounts of high-dimensional data in

many scientific domains [1], [2], [3], [4], [5] requires
dimensional reduction techniques to recover the underlying
low-dimensional structures in the data [6], [7], [8], [9], [10],
[11]. Some researchers have employed feature selection to
select the most informative features [11], [12], [13]. The other
important dimensionality reduction technique is linear dis-
criminant analysis (LDA) which was pioneered by Fisher
[14] and then extended by Rao et al. [15] to multicalss case
and have been widely used in machine learning research
and applications. According to Fisher criterion which maxi-
mize the total scatter versus average within-class scatter is
maximized [16], LDA seeks to learn an transformation
matrix from high-dimensional feature space to a low-
dimensional space while preserving as much of the class
discriminatory information as possible [17], [18], [19], [20].
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However, since the typical Fish criterion is equivalent to
maximizing the arithmetic mean of all pairwise distances, it
is evidently suboptimal and inevitably leads to class separa-
tion problem when the reduced number of dimensionality
is strictly lower than the class number. These critical draw-
backs significantly deteriorates the recognition accuracy of
FLDA based methods [21], [22], [23], [24], [25].

For this issue, many efforts have been devoted to exploit
weighting scheme instead of arithmetic mean to improve
the performance of FLDA [26], [27]. For example, Loog et al.
[22] propose weighted pairwise Fisher criteria such that the
contribution of each class pair depends on the Bayes error
rate between the classes. This method inherits the inexpen-
sive computation of traditional LDA; however, the approxi-
mate pairwise weights may not be the optimal ones because
it is calculated in the original high-dimensional space. Tao
et al. [25] assume that all the classes are sampled from
homoscedastic Gaussians and developed three new criteria
based on the geometric mean of Kullback-Leibler (KL)
divergences between different pairs of classes. Bian et al.
[28] replaced the geometric mean with harmonic mean and
proposed to maximize the harmonic mean of all pairs of
symmetric KL divergences under the homoscedastic Gauss-
ian assumption. However, on one hand, gradient method is
adopted to solve the proposed challenging problems in [25],
[28], which converge very slow in some cases; on the other
hand, the criterion established on the basis of maximizing
the weighted sum of ratios usually suffers from the domina-
tion of the largest ratio.

Considering the fact that the conventional LDA criterion
is formulated from the perspective of average-case view
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and ignores much information about the class separability
[29], Wang et al. [30] propose to measure the class separabil-
ity via maximizing the minimal trace ratio of class paries;
Bian et al. [31] assume that the samples are drawn form
homoscedastic Gaussians and exploited to maximize the
squared minimum distance between all class pairs in low-
dimensional subspace. Yang et al. proposed to use trace
ratio to learn a discriminative representation from relevance
feedback [32]. Zha et al. exploited discriminative informa-
tion for video indexing in an unsupervised way [33]. Zhang
et al. [34] incorporated a worst-case view to define a new
between-class scatter measure as the minimum of the pair-
wise distances between class means, and a new withinclass
scatter measure as the maximum of the within-class pair-
wise distances over all classes. Han et al. However, these
challenging optimizations should be solved using Semi-def-
inite programming (SDP) which is very time consuming
and fail to handle data set in large scale.

Additionally, Wang et al. [35] argued the ratio trace
approximation for trace ratio optimization which is natu-
rally used in conventional LDA and pointed out the approx-
imated solution might lead to uncertainty for the
subsequent classification and clustering. It has been investi-
gated theoretically in [36] that a global optimum solution
can be achieved for trace ratio problem according to eigen-
value perturbation theory. Extensive empirical results also
show the superiority of trace ratio based LDA [37], [38].

In this paper, we extend the original trace ratio frame-
work for LDA and leverage weighted harmonic mean to
maximize the multiple objectives of pairwise classes. This
method effectively avoids the domination problem of the
largest objective via focusing more on the worst objectives
and guarantees all of the objectives can not be too small.
Thus, it can be more appropriate to handle the situations
where a large number of classes is available in practice.
Thanks to the advantages of trace ratio form, we convert the
maximization of weighted harmonic mean for trace ratios
into a same form of minimization problem, which raise no
difficulty for the procedure of optimization. We summarize
the main contributions of this work in three folds:

1)  To reduce dimensionality of data with a large num-
ber of classes, we propose a new criterion to maxi-
mize the weighted harmonic mean of trace ratios,
which effectively avoid the domination problem of
the largest objectives while did not raise any difficul-
ties in the formulation.

2)  An efficient algorithm is exploited to solve the pro-
posed challenging problems, which might always
find the globally optimal solution. Different from the
SDP-based algorithm, our algorithm updates the
transformation matrix just using eigenvalue decom-
position, and thus converges fast with low time
complexity.

3) Toevaluate the performance of our model, we conduct
extensive experiments on both of synthetic datasets
and real-life datasets with respect to various tasks,
including face recognition, human motion recognition
and head pose recognition. The experimental results
indicate that our algorithm consistently outperforms
other compared methods on all of the datasets.
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The rest of the paper is organized as follows: Section 2
revisits the trace ratio criterion in conventional LDA and
reformulate the conventional objective function as its equiv-
alent form to maximize the sum over all class pair’s
between-class distances and minimize the sum over all class
pair’s within-class distances. In Section 3, we regard to the
domination problem of largest objective in dimensionality
reduction with a large number of classes and exploit a novel
criterion to extend the traditional LDA on the basis of
weighted harmonic mean of trace ratio instead of arithmetic
mean. An efficient algorithm is developed to solve the pro-
posed challenging problems with fast convergence. Section 4
focus on introduction of the related work and the discussion
of significant difference between our method and the previ-
ous ones. In Section 5, extensive experiments are conducted
over synthetic datasets and real-life datasets to illustrate the
effectiveness and superiority of our method. Conclusion is
given in Section 6.

2 TRACE RATIO CRITERION REVISITED

Suppose we are given n training data points X =
[x1,2s,...,2,] € R each data point z; belongs to one of
the classes {l1,1s,...,l.}. In the traditional Linear Discrimi-
nant Analysis (LDA), the within-class scatter matrix S,, and
the between-class scatter matrix S, are defined as follows:

Z Z — ) (@i — 7)" 1
=1 x;€l,
Sy = Z le(fk - i’)(fk - i’)T, 2)
k=1

where ny, is the number of data points belong to class I,
Ty = nlk Zrielk ziand T = %Z?:l Lie

Under a projection matrix W € R>™(m < d), the data
points are projected onto a lower dimensional subspace,
and the d-dimensional data point z; is projected to be a
m-dimensional data point W’ z;. In the lower dimensional
subspace, we have the following results:

Tr (WS, W) = Z S IWT (s — 2|5 ®)
k=1 x;€ly,
W Sb Z”kHWT Jl’k -z H2 (4)

From Equations (3) and (4) we can see, under the projection
matrix W, the Tr(W7TS, W) measures the Euclidean distan-
ces within the same class, and Tr(W7S,W) measures the
Euclidean distances between different classes. To maximize
the discriminative power under the projection matrix W, it
is preferable to minimize Tr(W7'S,W) and maximize
Tr(WTS,W) simultaneously. A natural choice is to use the
ratio of Tr(W7S,W) and Tr(W'S,,W) as the objective func-
tion. Since W is a projection matrix, a natural constraint of
W is the orthogonal constraint such that the obtained W is
an orthogonal projection matrix. The orthogonal con-
strained trace ratio problem is

(WTSI, )
R (WS ®)
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This trace ratio problem has been well studied recently, and
the global optimal solution can be efficiently obtained by an
iterative algorithm with quadratic convergence. Extensively
empirical results show the trace ratio objective outperforms
the traditional ratio trace objective.

For the binary class problem, according to the definition
of Equation (1), the within-class scatter matrix S/ for the
jth and kth class is defined as follows:

#-3% Yo

he{jk} zi€lp,

i ‘T}L i jh)T- (6)

According to the definition of Equation (2), the between-
class scatter matrix SJ for the jth and kth class is defined as
follows:

S';k = Z (T — Tj)(Th — f,/k)T7 (7

he{jk}

- . 1 . . .
where Zj. = =2 (32, ¢, @i + Xoyyer, %i) 18 the mean of all

the data from class j and k. So the orthogonal constrained
trace ratio problem in the binary class case is

o TWISw) ®

W ITr(WTSJ]C W)
According to the definitions of S, and S, it can be easily
verified that

9)

k=1 j=k+1

To analyze the relationship between S, and Sjk, we need the
following lemma:

Lemma 1. For k=1,2,...,
>y pr = 1, then we have

¢, suppose the weight p > 0 and

(10)

x; — xp) (x; ka) .

Proof. For the left hand of Equation (10), we have
C C C T
Zpk (ﬂﬂk - ZPﬂj) (ik - ZPJIJ)
= prkﬂﬂk prk ZP/
- ZPk Z pxxy + Zpk- Z DjT; Z pix, .
k=1 =1 =1 =1 =1

1n

With simple mathematical deduction, we arrive at

. c c T
Zpk (xk - ijl’,;‘) (951» - ZPJ'?EJ')
= mek Z Zpkp/w

(12)
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For the right hand of Equation (10), we have

Z ZP;PA (a; — @) (@; — )"

k=1 j=k+1

:—ZZPJM

k=1 j=

= 52 ijpkxjxf -
k=1 j=1

zp) (2 — xk)T

C C
%Z > piprajal
=1 j—1

(13)
_ %i ipjpkmkx]r + % i i Pjpkxkfﬂf,
- Zpk ijx] Z Zpkpg%xk
= Zp;% Z Z PP} -
According to Equations (11) and (13), we get
Equation (10). H

The followmg lemma reveals the relationship between ),
and Sb , which are defined in Equations (2) and (7)
respectively.

Lemma 2. The between-class scatter matrix S, can be

rewritten as

(14)

Z Z (n; + ni) S/k

=1 j=k+1

Proof. According to Equation (2) and Lemma 1, for the left
hand of Equation (14), we have

—nz (Zr — 2)( :zzkfa?)T
. (15)
“~ nin
=n Z Z L0 (&) — @) (2 — @)
=1 j=k+1
According to Equation (7) and Lemma 1, we have
j nn - - _ _
S = (nj +ny) Z E— (@ — T) (@ — Tjp) "
he{jk}
TN T (16)
= (n; +np) ——— (7; — Tp)(T; — Tp) "
(n k)(nj-i-nk)z( J 1)(Z; k)
So for the right hand of Equation (14), we have
1 c—1 c it
*Z Z (nj + ) Sy
"= j7k+1
. an
= —Z Z ning(T; — 7p.)(x; — @k)T.
=1 j=k+1
According to Equations (15) and (17), we get
Equation (14). O

According to Equations (14) and (9), the orthogonal
constrained trace ratio problem in Equation (5) can be
rewritten as
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TABLE 1
A Simple Example
Ji J J3 Jy > di ST
Case 1 100 50 10 0.1 160.1 10.13
Case 2 50 40 30 30 150 0.1117
) Yk (g + ) Tr(WTSJW)
max . (18)

wTlw=I el > ik Tr(WTSIEW)

3 WEIGHTED HARMONIC MEAN OF TRACE RATIOS

From Equation (18) we can see, traditional trace ratio prob-
lem maximizes the sum of between-class distances of all
binary classes, and minimizes the sum of within-class dis-
tances of all binary classes at the same time. Therefore, tra-
ditional trace ratio problem does not explicitly maximize
the ratios of between-class distances and within-class dis-
tances for all the binary classes. It is possible there are
binary classes that totally overlapped. This case could hap-
pen especially when the number of classes is very large.

To focus the separability of every binary classes, one
would solve the following problem to explicitly maximize
the weighted sum of ratios of between-class and within-
class distances for all the binary classes

c—1 c X T ajk
Z (n; +nk)T7(W Sb'kW)~
Tr(WTSLW)

max
ST —
WIW=I1= ;

(19)
=k+1

However, we will see from the analysis of the next section
that maximizing the weighted sum of ratios is still problem-
atic. The largest ratios could dominate the sum of ratios,
and thus other ratios are ignored and would be very small
although the sum of ratios is maximized.

3.1 Arithmetic Mean versus Harmonic Mean

Suppose we need to maximize multiple objectives
Ji,J2,J3, ..., a simplest method is to maximize the weighted
sum (i.e., the weighted arithmetic mean) of the objectives.
The problem is to solve

max Zpi Ji(x), (20)

where p; is the weight for the objective J;. However, in
Equation (20), the largest objective J; could dominate the
sum of the objectives, which might make some other objec-
tives very small. Let’s take a simple example to see it. As
shown in Table 1, suppose there are four obijectives
Ji,J2, J3, Jy to be maximized with the same weight. Con-
sider the following two cases: in the first case, the objective
values Ji, J2, J3, Jy are 100, 50, 1, 0.1, respectively, and in the
second case, the objective values Ji,Js,J3,J5 are
50, 40, 30, 30, respectively. Obviously, the second case is bet-
ter than the first case since there are two very small objec-
tives in the first case. However, as can be seen in Table 1,
the sum of the objectives in the first case is larger than that
of in the second case. If we solve problem Equation (20), the
first case will be selected other than the second case, which
is not a preferred solution.
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Therefore, maximizing the arithmetic mean is not a good
choice for maximizing the multiple objectives. To solve this
issue, a natural method is to optimize the worst case, i.e.,
maximize the minimal of the objectives. The problem is to
solve

max min J;(x). (1)
xr 2
This problem can be equivalently rewritten as
max t. (22)
ot <J;(x)

Usually, the problem (Equation (22)) is difficult to solve and
is very time consuming.

In this paper, in order to maximize multiple objectives,
we propose to maximize the weighted harmonic mean of
the objectives. According to the definition of weighted har-
monic mean, we solve the following problem:

1
max - (23)
v P
The problem (23) is equivalent to
min Z L (24)

We can see that in the problem (Equation (24)), we minimize
the weighted sum of the objectives” reciprocals. If an objec-
tive is too small, then reciprocal of the objective will be very
large. Therefore, the problem (Equation (24)) focus more on
the worst objectives, which is similar to the problem (Equa-
tion (22)), but is usually more easier to solve.

From the above analysis we can see, maximizing the
arithmetic mean focus more on the best objectives, which
will make that some objectives could be too small. In con-
trast, maximizing the harmonic mean (i.e., minimizing the
sum of reciprocals) focus more on the worst objectives,
which guarantee that all the objectives can not be too small.
Therefore, maximizing the harmonic mean, i.e., solving
(Equation (24)), is a good choice for maximizing multiple
objectives.

3.2 Weighted Harmonic Mean of Trace Ratios
Motivated by the above analysis, instead of maximizing the
weighted arithmetic mean of the trace ratios of all the binary
classes as in Equation (19), we propose to maximize the har-
monic mean of the trace ratios. According to Equation (24),
we propose to solve the following problem for discriminant
analysis:

c—1 c

33 (nj+nk)Tr(WTS{£"W)

e (25)
k=1 j=k+1 Tr(WESW)

min
WITWw=I

It is worth noting that, thanks to the trace ratio form in the
objective of class pairs, the problem Equation (25) has the
same form as in the problem Equation (19). Therefore, com-
pared with maximizing the arithmetic mean of the trace
ratios, maximizing the harmonic mean of the trace ratios
does not raise the difficulty. Solving problem Equation (25)
and solving problem Equation (19) would have similar
algorithms.
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For notation simplicity, we need to solve the following
problem in order to solve Equation (25):

- TT’(WTA;W)
i — 2
”/I%%}I:[ 1 T?”(WTBLW) ( 6)
The Lagrangian function of Equation (26) is
S Tr(WTAW) T
WA =) ————=—Tr(AW'W —1)). 27
f( ’ ) — T?"(WTB1W) T( ( )) ( )
Note that
) RTr(WTAW)
W = Tr(WTB;W)
N (28)

tr(WTA,W) B_)

n 1 <
—tr(WTB;W) " tr(WTBW)

By taking the derivative of Equation (27) w.rt. W, we
have

n 1 (
A —
; tr(WTB;W)

which can be rewritten as

tT(WTAi W)
tT’(WTBZ'W)

Bi) W =WA, (29

MW = WA, (30)
where the matrix M is
u 1 tr(WT A, W)
M= ;tr(WTBiW) (AZ ~ tr(WTB;W) B*)‘ D)

Note that the M in Equation (31) also depends on W, which
is unknown. Therefore, we propose an iterative algorithm
to find the optimal solution W. First, we guess a solution WV,
based on which we can calculate M by Equation (31). Then
we can update W according to Equation (30), and iteratively
update M and W until the algorithm converges. The algo-
rithm is summarized in Algorithm 1.

Algorithm 1. Algorithm to Solve the Problem
Equation (26)
Input: 4|, and B;|]_,, m.

1 Initialize W € R™™ such that WTW = I;
2 while not converge do
3 1. Calculate A according to Equation (31);
4 2. Update W, which is formed by the m eigenvectors of
M corresponding to the m smallest eigenvalues;
Output: W € R>™,

From Algorithm 1 we can see, in Equation (26), when
n = 1, then the algorithm is reduced to the algorithm pro-
posed in [39] for the traditional trace ratio problem.

We have the following theorem for Algorithm 1.

Theorem 1. The converged solution of Algorithm 1 is a local
optimal solution to the problem Equation (26).

Proof. According to steps 1 and 2 in Algorithm 1, the con-
verged solution will satisfy Equation (29), which is the
KKT condition [40] of the problem Equation (26).
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Therefore, the converged solution of Algorithm 1 is a
local optimal solution to the problem Equation (26). ]

In the experiments, we find that Algorithm 1 always con-
verges, and it is more interesting to see that, the Algorithm
1 with different initial solutions IV always converges to the
same solution, which indicates the Algorithm 1 might
always find the globally optimal solution to the problem
(Equation (26)).

Based on the Algorithm 1, we summarize the discrimi-
nant analysis method with weighted harmonic mean of
trace ratios in Algorithm 2.

Algorithm 2. Weighted Harmonic Mean of Trace Ratios
for Discriminant Analysis

Input: The training data X = [z1, 22, ...,2,] € RO ... m.
1 1.Calculate S/* according to Equation (6) ;
2 2.Calculate Sgk according to Equation (7);
3 3. Find the optimal solution W to the problem (25)

with Algorithm 1;

Output: W € R>™,

4 RELATED WORK
Traditional LDA is to solve the following problem

min Tr(Wrs,w) ' (WTs,w), (32)
where S, and S, are defined by Equations (3) and (4),
respectively.

It is known that in the binary-class problem, if both clas-
ses are sampled from homoscedastic Gaussians, i.e., Gaus-
sians with an identical covariance, traditional LDA criterion
is the Bayes optimal criterion. However, when the data are
sampled from heteroscedastic Gaussians, or there are more
than two classes, traditional LDA criterion is suboptimal.

Denote

Sje = (2 —

) (T — 1) (33)

N

In [41], it shows that S, = > ¢! Dk =S
LDA problem can be rewritten as

n, V’Lk
mln E E

k=1 j=k+1

ik, thus the

WS, W) (WESWw).  (34)

To focus more on the closer pairwise classes, [41] propose a
weighted LDA method to solve the following weighted
problem:

- n]nk
mlng E

k=1 j=k+1

(35)

Aje) Tr(WT S, W) (WTS5W),

where a is a weighting function depends on Ay =

\/ (z; — z1)" S,

1(@; — @1). This method is efficient since the
optimal solution to the problem (Equation (35)) can be cal-
culated by eigen-decomposition as in traditional LDA.
However, the weights in Equation (35) is simply calculated
according to the distances in the original space, but not cal-
culated according to the distances in the optimal subspace
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W. Therefore, the calculated weights might not the optimal
weights, especially when the data distribution in the opti-
mal subspace changes largely from the original space.
As shown in [42], the KL divergence between the densi-
ties of class j and k in the subspace W can be written as
1 ) .
Dy (lltx) = 5 (in [WESLW| = In [WES, W]
(36)
+ Tr(WTSEW) W (S), + Si)W) ).

When all the classes are sampled from homoscedastic
Gaussians, [42] proved the KL divergence in Equation (36)
can be written as

1
Dy (1;]|1) = 5Tr((WTSwW)*H/I/TsjkW) + constant. (37)

Then the LDA problem in Equation (32) or (34) can be
rewritten as

(38)

mmz ) S D (1),

k=1 j=k+1

Therefore, under the assumption that all the classes are
sampled from homoscedastic Gaussians, traditional LDA
can be seen as maximizing the weighted arithmetic mean of
the KL divergences between all pairs of classes [42]. To
focus more on the closer pairs of classes, [41] proposed to
maximize the weighted geometric mean of the KL divergen-
ces between all pairs of classes, which is to solve the follow-
ing problem:

n n,

IHIIIH H DW l”lk)) .

=1 j=k+1

(39)

Since this problem is difficult to solve, [41] uses gradient
method to solve it, which converges very slow in some
cases.

Further, it is shown that under the homoscedastic Gauss-
ian assumption, the symmetric KL divergence between class
jand k in the subspace W can be written as
(40)

SDw (I||l) = Tr(WT S, W) " WS, w).

So under the homoscedastic Gaussian assumption, tradi-
tional LDA can be also seen as maximizing the weighted
arithmetic mean of the symmetric KL divergences between
all pairs of classes. Based on this motivation, it is straightfor-
ward proposed to maximize the weighted harmonic mean
of the symmetric KL divergences between all pairs of clas-
ses, which is to solve the following problem:

c—1 ¢
. i -1
r%lznz Z e (SDw (L;||le)) (41)
k=1 j=k+1
According to Equation (40), it is rewritten as
c 1
mmz Z n]nk( WTSu W)~ WTS]kW)> (42)

=1 j=k+1

Maximizing the harmonic mean in Equation (42) is much
more difficult than maximizing the arithmetic mean in
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Equation (34) since the ratio trace is used as objective for
class pairs. A conjugate gradient method is used to solve
the problem Equation (42), which also converges very slow
in some cases.

In [43], the following problem is proposed to maximize
the closest class pair:

_ Tr(WTS W)

max Imnin

43)
wiw=1 ik Tr(WTSIFW)’ (

It has been shown in [44] that the convex hull of the set
{ My | My = W'W,WIW = I,WW € R™™} is the following
set: {M|TrM =m,0 = M < I,M € R4}, So the convex
relaxation of the problem Equation (43) can be rewritten as

max §

]
st Y4,k Tr(S)FZ) > 8Tr (57 2),
0=Z<LTr(Z)=m,

(44)

which is a Semi-definite programming (SDP) and can be
solved with optimal solution. However, SDP is very time
consuming and can only handle small scale data set.

In [45], the following problem is proposed to maximize
the worst case:

min; , Tr(W5S;W)

45
WI?W —r max, Tr(WTSEW) 45

Using the similar trick as in [39], [46], the problem Equa-
tion (45) can be solved by iteratively solving the following
problem:

max min Tr(W'SyW) —

Amax Tr(WTSFW),
WTw=1 J.k k

(46)
where ) is the objective value of Equation (45) with the cur-
rent solution W. Similarly, the convex relaxation of the
problem Equation (46) can be rewritten as

max §— At

W,s,t
st i,k Tr(SpZ) > s,Vk, Tr(SEZ) < t
0= Z=<I1TrZ) =

47)

which can be solve with SDP but it is very time consuming,.
Recently, [47] proposed to solve the following problem:

(48)

max min
WIw=r jk njny

T’I’(W SikW).

Similarly, the convex relaxation of the problem (48) can be
rewritten as

max &
W.s

2

s.t. Vi k, 5, (49)
g

—Tr (SJkZ)
0=Z=<LTr(Z)=m.

In [47], a further local SDP relaxation is introduced and
sequential SDP is used to solve the relaxed problem of
Equation (48), which is also very time consuming and can
only handle data set with very small scale.
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Fig. 1. We compare the performance of FLDA, aPAC, HMSS, GMSS, BLDA, L-MMDA, G-MMDA, and STRDA on the uniformly distributed dataset.
The evaluation metric we used here are (a) the average minimum pairwise distance; (b) average classification error rate w.r.t. reduced dimensionality;
and (c) the standard deviation of classification error rate w.r.t. reduced dimensionality.

5 EXPERIMENTS

In this section, statistical experiments are conducted to eval-
uate the effectiveness of the proposed algorithm on two syn-
thetic datasets, six face datasets.

5.1 Synthetic Data Test
We first conduct statistical experiments on synthetic data to
show the effectiveness of the proposed algorithm in terms of
discriminative dimension reduction. Following [47], we con-
sider a sever-class classification problem represented by
seven 10-dimensional homoscedastic Gaussians. The com-
mon covariance matrix is I;p. We randomly sample the dis-
tinct class means from a 10-dimensional Guassian
distribution with zero mean and a covariance matrix of 2I;.
The class means are sampled 500 times. For each time of the
realizations, we generate 200 samples, 100 for training and
the remaining for test, for all of the seven different classes.
By doing so, we have 500 independent groups of training
and test samples. This dataset is called uniformly distributed
dataset. For the other dataset, we start with the same proce-
dure, following by adding a bias of 15 to the first dimension
of the means of the first three classes while sampling the
means of the seven classes from the Gaussian distribution.
This dataset is named as the nonuniformly distributed data-
set, which is used to evaluate whether the dimension meth-
ods will be affeted by the nonuniform distribution of classes.

We compare the effectiveness of proposed method with
FLDA [16], aPAC [41], HMSS [42], GMSS [42], BLDA [48],
L-MMDA [47] and G-MMDA [47]. For all the compared
algorithms, we first project the original data into the sub-
space with varying dimensions from one to six. The nearest
neighbor (NM) classifier is used in all the experiments. We
consider the following performance evaluation metrics. (1)
minimum pairwise distance in the projected low-dimen-
sional subspace: the largest minimum pairwise distance
indicates the best discriminant ability. (2) average classifica-
tion error rate with stand deviation: this evaluation metric
has been widely used for discriminant dimension reduction
methods. (3) two-dimensional graphical representation of
classes, which can visualize the separability of the discrimi-
nant dimension reduction methods.

For each dimension reduction method, we calcluate the
minimum pairwise distance in the projected subspace by

averaging 500 indepdent runnings. We report the experi-
mental results on uniformly and nonuniformly distributed
dataset in Figs. 1a and 3a, respectively. From the experimen-
tal results we can see that the proposed algorithm generally
perform much better than the other compared algorithms
(except for projecting to 6-dimensional subspace, for which
all the compared algorithms obtain the same performance).

The performance on the two synthetic datasets in terms
of average classification error rate and stand deviation are
reported in Figs. 1b, 1c, 3b, and 3c. These results are plotted
in a log scale. From the experimental results we can see that
the proposed algorithm obtains the best performance on
both datasets.

To further evaluate the discriminant ability of the pro-
posed algorithm, we show two-dimensional plots of all the
compared methods. For each synthetic dataset, we raondly
pick oen group of training data. The graphical representa-
tions are shown in Figs. 2 and 4. From these experimental
results we observe that the traditional FLDA can not seper-
ate classes well. We can also see that the proposed algo-
rithm gets the best performance on both uniformly and
nonuniformly distributed datasets.

5.2 Real-World Datasets

To further demonstrate the discriminant ability of the pro-
posed algorithm, we conduct additional experiments on
real-world datasets.

5.2.1 Experiments on Object Recognition

We report the experimental results of the proposed algo-
rithm using a well-know object recognition dataset, the
Coil20 dataset [49], in which there are 1,440 size normalized
object images divided into 20 classes. The objects have a
wide variety of complex geometric and reflectance character-
istics. We divide the entire dataset into two parts (a training
set and a testing set) using 10-fold cross validation. In our
experiments, the entire Coil20 dataset are used to test the
classification performance of all the compared algorithms.
We apply all the compared algorithms to the Coil20 data-
set, and employ nearest neighbor (NN) as a classifier. We
show the average classification error rate versus subspace
dimensionality in Table 2 and Fig. 5. From the experimetnal
results we can see that the proposed algorithm gives the
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Fig. 3. We compare the performance of FLDA, aPAC, HMSS, GMSS, BLDA, L-MMDA, G-MMDA and STRDA on the nonuniformly distributed dataset.
The evaluation metric we used here are (a) the average minimum pairwise distance; (b) average classification error rate w.r.t. reduced dimensionality;
and (c) the standard deviation of classification error rate w.r.t. reduced dimensionality.

best performance for all the cases among all the compared
algorithms on the object recognition dataset. When the
number of the selected features is small, the proposed algo-
rithm gets much better performance than the other com-
pared algorithms. When the number of the selected features
is large enough, they perform similarly.

5.2.2 Experiments on Face Recognition

We evaluate the performance of the proposed algorithm in
terms of face recognition and compare it with the other
state-of-the-art methods. We utlize six benchmark face data-
sets, Umist, JAFFE, YaleB, FERET, PIE and ORL, in this
evaluation. The Umist dataset [50] contains 575 face images
from 20 different people. Each image was resized to 28 x 23.
The JAFFE dataset [51] consists of 213 images of 7 facial
expressions posed by 10 Japanese female models. The
images are cropped to 32 x 32. The YaleB dataset [52] con-
tains 2,414 near frontal images from 38 persons under differ-
ent illuminations. Each image is resized to 32 x 32. The ORL

dataset [53] consists of 10 face images from 40 subjects for a
total of 400 images, with some variation in pose, facial
expression and details. The images were resized to 32 x 32.
The PIE dataset [54] consists of 41,368 images of 68 people.
Each person was imaged under 13 different poses, 43 differ-
ent illumination conditions, and with 4 different expres-
sions. The FERET dataset [55] contains 800 still facial
images from 200 classes.

Since there are no official splits for these datasets, we first
determine the number of images for each subject for train-
ing using 10-fold cross-validation. With the selected images,
one class (subject) can be properly represented. We repeated
this procedure for each dataset 50 times independently and
reported the average performances.

In this experiment, we preprocessed the data for all the
compared dimension reduction algorithms. We preserved
the complete principal space. To avoid the singularity prob-
lem, we added the covariance matrix with a small term. After
we apply the dimension reduction methods to the dataset,
we use the nearest neighbor classifier to do recognition in the
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proposed algorithm clearly has the best separability.

TABLE 2
Performance (Error Rates) of All the Compared Algorithms on the Coil20 Dataset
Dim 1 3 5 7 9 11 13 15 17 Best
FLDA 0.644 0.289 0.172 0.131 0.151 0.127 0.118 0.114 0.117 0.114(15)
aPAC 0.627 0.178 0.117 0.105 0.100 0.103 0.107 0.107 0.109 0.10009)
HMSS 0.591 0.131 0.101 0.102 0.095 0.099 0.102 0.102 0.106 0.095(9)
GMSS 0.595 0.133 0.106 0.099 0.100 0.103 0.108 0.109 0.110 0.099(7)
BLDA 0.620 0.181 0.119 0.104 0.100 0.102 0.108 0.106 0.110 0.10009)
L-MMDA 0.682 0.198 0.132 0.114 0.101 0.098 0.110 0.109 0.112 0.098(11)
G-MMDA 0.703 0.267 0.144 0.115 0.105 0.098 0.110 0.109 0.112 0.098(11)
STRDA 0.551 0.111 0.081 0.072 0.075 0.079 0.092 0.092 0.096 0.072(7)
Nearest neighbor is used as a classifier.
TABLE 3

Classification Error Rate of All the Compared Algorithms on the Six Face Datasets (JAFFE, UMIST, ORL, YaleB, PIE, and FERET)
Dataset JAFFE UMIST ORL YaleB PIE FERET
FLDA 0.074 0.095 0.058 0.104 0.123 0.084
aPAC 0.063 0.086 0.074 0.082 0.131 0.091
HMSS 0.064 0.089 0.051 0.094 0.128 0.089
GMSS 0.071 0.093 0.053 0.099 0.135 0.084
BLDA 0.059 0.083 0.049 0.101 0.119 0.077
L-MMDA 0.056 0.076 0.058 0.093 0.084 0.072
G-MMDA 0.064 0.084 0.047 0.069 0.073 0.081
STRDA 0.038 0.061 0.041 0.064 0.068 0.066

Nearest neighbor is used as a classifier.

whitened space. We report the best performance in Table 3,
from these experimental results we can see that the proposed
algorithm clearly outperforms the other compared dimen-
sion reduction algorithms.

6 CONCLUSIONS

In this paper, a new criterion is exploited to extent the
conventional trace ratio based LDA via maximizing the
weighted harmonic mean of trace ratios, which effectively

avoid the domination problem while did not raise any dif-
ficulties. We propose an efficient algorithm to solve the
proposed challenging problems with fast convergence,
which might always find the globally optimal solution
just using eigenvalue decomposition in each iteration.
Extensive experimental results illustrate the effectiveness
and superiority of the proposed method over both of syn-
thetic datasets and real-life datasets for various tasks in
comparison with other compared methods on all of the
datasets. In the future, we will deploy the proposed



LI ET AL.: BEYOND TRACE RATIO: WEIGHTED HARMONIC MEAN OF TRACE RATIOS FOR MULTICLASS DISCRIMINANT ANALYSIS

0.8 T T T
—e—FLDA
0.7 —v—aPAC 1
HMSS
0.6 ——GMSS |
—v—BLDA
0.5 L-MMDA | |
\ ——G-MMDA
\ -p--STRDA

o
N
T

o o
N
: .

Average Classification Error Rate
o

o

5 10 15
Dimensionality
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algorithm to other real-world applications, i.e., person re-
identification.
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